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Abstract – The aim of this paper is to show the possible improvement of the reliability of classification of RBF networks using genetic algorithms for attribute selection. A disadvantage of RBF networks is that they cannot deal effectively with irrelevant features. Genetic search may filter features leading to reduce dimensionality of the feature space. In our experiments, genetic search improves classification accuracy of RBF network.
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I. INTRODUCTION

Feature selection is an active field in computer science. It has been a fertile field of research and development since 1970’s in statistical pattern recognition [1]–[3], machine learning and data mining [4]–[9].

Feature selection is a fundamental problem in many different areas, especially in forecasting, document classification, bioinformatics, and object recognition or in modelling of complex technological processes. For some problems, all features may be important, but for some target concept, only a small subset of features is usually relevant.

Feature selection reduces the dimensionality of feature space, removes redundant, irrelevant, or noisy data. It brings the immediate effects for application: speeding up a data mining algorithm, improving the data quality and thereof the performance of data mining, and increasing the comprehensibility of the mining results.

Feature selection can be defined as a process that chooses a minimum subset of M features from the original set of N features, so that the feature space is optimally reduced according to a certain evaluation criterion. As the dimensionality of a domain expands, the number of feature N increases. Finding the best feature subset is usually intractable [10] and many problem related to feature selection have been shown to be NP-hard [11].

Feature selection algorithms may be divided into filters [12], [13], wrappers [10] and embedded approaches [4]. Filters methods evaluate quality of selected features, independently from the classification algorithm, while wrapper methods require application of a classifier (which should be trained on a given feature subset) to evaluate this quality. Embedded methods perform feature selection during learning of optimal parameters (for example, neural network weights between the input and the hidden layer).

Some classification algorithms have inherited ability to focus on relevant features and ignore irrelevant ones. Decision trees are primary example of a class of such algorithms [14], [15], but also multi-layer perceptron (MLP) neural networks with strong regularization of the input layer may exclude the irrelevant features in an automatic way [16]. Such methods may also benefit from independent feature selection. On the other hand, some algorithms have no provisions for feature selection. The k-nearest neighbor algorithm is one family of such methods that classify novel examples by retrieving the nearest training example, strongly relying on feature selection methods to remove noisy features.

Researchers have studied various aspects of feature selection. Search is a key topic in the study of feature selection [17] such as search starting points, search directions, and search strategies. Another important aspect is how to measure the goodness of a feature subset [17]. According to class information availability in data, there are supervised feature selection approaches [18], [5] as well as unsupervised feature selection approaches [19], [20], [21], [6].

Section II presents genetic algorithms. Section III describes RBF network. Section IV describes the experiments and results. Section V concludes and gives future investigations.

II. GENETIC ALGORITHMS

Genetic algorithms are adaptive search techniques based on the principles of natural selection in biology [22]. Genetic algorithms employ a population of competing
The output layer of an RBF network takes a linear combination of the outputs of the hidden units and—in classification problems—pipes it through the sigmoid function. The parameters that such a network learns are (a) the centers and widths of the RBFs and (b) the weights used to form the linear combination of the outputs obtained from the hidden layer.

One way to determine the first set of parameters is to use clustering, without looking at the class labels of the training instances at all. The simple k-means clustering algorithm can be applied, clustering each class independently to obtain k basis functions for each class. Intuitively, the resulting RBFs represent prototype instances. Then the second set of parameters can be learned, keeping the first parameters fixed. This involves learning a linear model using one of the techniques such as, linear or logistic regression. If there are far fewer hidden units than training instances, this can be done very quickly.

A disadvantage of RBF networks is that they give every feature the same weight because all are treated equally in the distance computation. Hence, they cannot deal effectively with irrelevant features.

IV. EXPERIMENTS AND RESULTS

Five natural domains and three artificial Monk’s domains [23] were used for evaluating genetic search with machine learning algorithms, taken from the UCI repository of machine learning databases [24]. These domains were chosen because of (a) their predominance in the literature, and (b) the prevalence of nominal features, thus reducing the need to discretize feature values.

The characteristics of these domains are summarised on Table 1.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Instances</th>
<th>Features</th>
<th>% Missing</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>mu</td>
<td>8124</td>
<td>22</td>
<td>1.3</td>
<td>51.8</td>
</tr>
<tr>
<td>vote</td>
<td>435</td>
<td>16</td>
<td>5.3</td>
<td>61.4</td>
</tr>
<tr>
<td>cr</td>
<td>690</td>
<td>15</td>
<td>0.6</td>
<td>55.5</td>
</tr>
<tr>
<td>ly</td>
<td>148</td>
<td>18</td>
<td>0.0</td>
<td>54.7</td>
</tr>
<tr>
<td>bc</td>
<td>286</td>
<td>9</td>
<td>0.3</td>
<td>70.3</td>
</tr>
<tr>
<td>M1</td>
<td>432</td>
<td>6</td>
<td>0.0</td>
<td>50.0</td>
</tr>
<tr>
<td>M2</td>
<td>432</td>
<td>6</td>
<td>0.0</td>
<td>67.1</td>
</tr>
<tr>
<td>M3</td>
<td>432</td>
<td>6</td>
<td>0.0</td>
<td>52.8</td>
</tr>
</tbody>
</table>

On Table 1 data sets above the horizontal line are natural domains, those below are artificial. The default accuracy is the accuracy of always predicting the majority class on the whole data set. The % Missing column shows what percentage of the data set’s entries (number of features x number of instances) have missing values. The following is a brief description of the data sets.

Mushroom (mu) This is a large data set containing 8124 instances which includes descriptions of hypothetical samples corresponding to 23 species of gilled mushrooms in the Agaricus and Lepiota Family [25]. The task is to distinguish edible from poisonous mushrooms on the basis of 22 nominal attributes describing characteristics of the
mushrooms such as the shape of the cap, odour, and gill spacing.

**Vote** This data set includes votes for each of the U.S. House of Representatives Congressmen on the 16 key issues such as education spending and immigration. In the original data, there are lists with nine different types of votes. There are 435 (267 democrats, 168 republicans) instances and all features are binary.

**Australian credit screening (cr)** This file concerns credit card applications. The task is to distinguish credit-worthy from non credit-worthy customers. Data set characteristics is multivariate; feature characteristics are categorical, integer and real.

**Lymphography (ly)** This is a small medical data set containing 148 instances with 18 nominal features. The task is to distinguish healthy patients from those with metastases or malignant lymphoma. The values for class attribute are normal find, metastases, malign lymph and fibrosis. This is the one of three medical domains (the others being Primary Tumour and Breast Cancer) provided by the University Medical Centre, Institute of Oncology, Ljubljana, Yugoslavia.

**Breast Cancer (bc)** The task is to predict whether cancer will recur in patients. There are 9 nominal attributes describing characteristics such as tumour size and location. 286 examples are provided.

**Monk’s problems** The Monk’s problems are three artificial domains, each using the same representation, that have been used to compare machine learning algorithms [23]. Monk’s domains contain instances of robots described by six nominal features:  
- Head-shape ∈ \{round, square, octagon\}
- Body-shape ∈ \{round, square, octagon\}
- Is-smiling ∈ {yes, no}
- Holding ∈ {sword, balloon, flag}
- Jacket-colour ∈ {red, yellow, green, blue}
- Has-tie ∈ {yes, no}

There are three Monk’s problems. The domains for all Monk’s problems are the same with 432 instances. For each problem, the domain has been partitioned into a train and test set.

**Monk1 (M1)** The concept is:  
\[(\text{head-shape} = \text{body-shape}) \text{ or } (\text{jacket-colour} = \text{red})\]  
This problem is difficult due to the interaction between the first two features. But, only one value of the jacket-colour feature is useful.

**Monk2 (M2)** The concept is:  
Exactly two of the features have their first value.  
This is a hard problem due to the pairwise feature interactions and the fact that only one value of each feature is useful. Note that all six features are relevant to the concept.

**Monk3 (M3)** The concept is:  
\[(\text{jacket-colour} = \text{green} \text{ and } \text{holding} = \text{sword}) \text{ or } (\text{jacket-colour} \neq \text{blue} \text{ and } \text{body-shape} \neq \text{octagon})\]  
In M3 5% class noise added to the training set. This is the only Monk’s problem that is with noise. It is possible to achieve approximately 97% accuracy using only the (jacket-colour \neq \text{blue} \text{ and } \text{body-shape} \neq \text{octagon}) disjunct.

### A. Artificial Domains

The purpose of the experiments described in this section is to empirically test the claim that genetic algorithms can improve the accuracy of classification algorithms. Classification accuracy was estimated using ten-fold crossvalidation with each algorithm on each data set.

The Monk’s problems are challenging artificial domains that have been used to compare the performance of machine learning algorithms. This section tests genetic search on the three Monk’s problems with domains which are involve irrelevant features, noise, and high degrees of feature interaction. Each problem uses the same representation and has six features: three relevant features in M1 and M3; M2 uses all six features.

<table>
<thead>
<tr>
<th>Data set</th>
<th>full Genetic search</th>
<th>Genetic search</th>
</tr>
</thead>
<tbody>
<tr>
<td>mu</td>
<td>98.5</td>
<td>99.0</td>
</tr>
<tr>
<td>vote</td>
<td>94.5</td>
<td>95.4</td>
</tr>
<tr>
<td>ly</td>
<td>80.4</td>
<td>79.7</td>
</tr>
<tr>
<td>cr</td>
<td>79.1</td>
<td>82.0</td>
</tr>
<tr>
<td>bc</td>
<td>71</td>
<td>73.1</td>
</tr>
<tr>
<td>M1</td>
<td>44.9</td>
<td>74.1</td>
</tr>
<tr>
<td>M2</td>
<td>67.1</td>
<td>65.7</td>
</tr>
<tr>
<td>M3</td>
<td>50.9</td>
<td>99.1</td>
</tr>
</tbody>
</table>

Genetic search is able to improve the accuracy of RBF dramatically on M1 and M3 (Table 2). On M1, 74.1% accuracy is achieved with just the jacketcolour feature. On M2, removing features degrades the performance of RBF. On M3, accuracy of RBF significantly improves.

### Table 2: Classification accuracy of RBF network with full data sets and genetic approach.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Genetic search - selected attributes</th>
<th>Genetic search - selected attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>mu</td>
<td>5,7,8,12,13,18,20</td>
<td>5,7,8,12,13,18,20</td>
</tr>
<tr>
<td>vote</td>
<td>3.4,10,11</td>
<td>3.4,10,11</td>
</tr>
<tr>
<td>ly</td>
<td>1.2,7,8,9,11,13,15,16,18</td>
<td>1.2,7,8,9,11,13,15,16,18</td>
</tr>
<tr>
<td>cr</td>
<td>4.6,8,9,11,14,15</td>
<td>4.6,8,9,11,14,15</td>
</tr>
<tr>
<td>bc</td>
<td>3.4,5,6,9</td>
<td>3.4,5,6,9</td>
</tr>
<tr>
<td>M1</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>M2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>M3</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 3 shows the number of features selected by genetic search on the Monk’s problems. Genetic search are unable to select all the relevant features for M1, M2 and M3 due to the high order feature interactions. The jacket-colour feature is selected for M1 and is one of the three relevant features in this concept. All six features are relevant for M2 and all interact, but genetic search selects the jacket-colour feature. On M3, genetic search choose body-shape, one of the feature which give the second conjunction of the concept (jacket-colour \neq \text{blue} \text{ and } \text{body-shape} \neq \text{octagon}).
B. Natural Domains

The results of testing genetic search on five natural domains are described in this section. The purpose of the experiments described in this section is to empirically test the claim that genetic algorithms can improve the accuracy of classification algorithms. The performance of learning algorithms with and without feature selection is taken as an indication of genetic search success in selecting useful features, because the relevant features are often not known in advance for natural domains. Classification accuracy was estimated using ten-fold crossvalidation with each algorithm on each data set.

Table 2 shows for each machine learning algorithm, how many natural domains accuracy was improved and degraded by genetic search with following values of parameters: \( m_p - 20, n - 20, p_r - 0.60, m_r - 0.033 \). In our experiment, we empirically chose standard parameters for the genetic algorithm, on the basis that in most cases, these parameters give the best results. For RBF genetic search maintains or improves accuracy for four data sets and degrades for one. Genetic search have difficulty on domains with the highest number of classes.

Table 3 shows features selected by genetic search for each data set. On half data sets, genetic search has reduced the number of features by more than half. Evaluation of selecting features is fast.

In our experiment, we use the standard parameters of genetic algorithm, we have selected based on of those parameters that generated the best results in most cases. However, in some cases, we can get better results with different values of these parameters. If we change these parameters, classification accuracy is changed.

The experiments presented in this article show that genetic search’s ability to select useful features does carry over from artificial to natural domains.

A disadvantage of RBF networks is that they cannot deal effectively with irrelevant features. For RBF genetic search improves accuracy for six data sets, and only for two data sets degrades accuracy.

V. CONCLUSIONS

Genetic search may filter features leading to reduce dimensionality of the feature space. This is especially effective for classification methods that do not have any inherent feature selections build in, such as the nearest neighbor methods or some types of neural networks. Genetic search have been used for feature selection, evaluated and compared using RBF network as classifier on five real and three artificial benchmark data.

There are many questions and issues that remain to be addressed and that we intend to investigate in future work. Some improvements of the selecting methods presented here are possible. One of these improvements, which will be able to do is choosing the best parameters for each data set separately, to get the greater reliability of classification of RBF network.
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