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Abstract — In this paper we review different methods of subband equalization based on oversampled filterbanks and present some new results for subband adaptive systems. Nowadays, there are a lot of applications, which use subband adaptive filters (SAFs). However, SAFs are still less well understood and studied compared to such mature and acknowledged technologies as OFDM or well-known least-mean-square time-domain algorithms. The advantages and drawbacks of multirate algorithms realized in SAFs over conventional adaptive algorithms like least-mean-square (LMS) and recursive least-mean-square (RLS) as well as over fast algorithms, like fast LMS, are considered below. The novel approach concerned with flexible time-frequency decomposition is also investigated. The main attention is focused on the oversampled SAFs both with real-valued and with complex-valued filter taps because of these SAFs let avoid aliasing of decimation by proper design of the analysis and synthesis filterbanks. In the last part of this paper it is shown that under certain circumstances SAF with flexible structure can be considered as the best choice in the trade-off between performance, computational complexity and processing delay.

I. INTRODUCTION

Multirate algorithms used in subband adaptive systems are very attractive to be realized both in different modern communication systems and in the novel techniques will be emerged in perspective as well. On the one hand, filterbank (FB) multicarrier modulation is considered as a natural candidate for spectrum sensing and data communication in cognitive radio systems [1]. On the other hand, a subband adaptive filter (SAF) can substitute conventional equalizers in voice-band modems. Sometimes, when a high order adaptive filter is required, fast algorithms based on fast Fourier transform are used, e.g. fast LMS, which provide significant computational savings. Unlike the multicarrier techniques, Recommendations of different single-carrier systems do not provide for implementation of FBs evidently, e.g. voice-band modems. The necessity of data rate increasing to approach channel capacity in the single-carrier applications require to devise new methods that are more efficient then conventional equalization algorithms. It should be noted an outstanding advantage of SAFs in single-carrier systems concerned with arbitrary choice of FB’s structure. Some ideas of this paper were discussed more in more detail in [2],[3]. This paper is organized as follows. General information on SAFs with oversampled FBs is included in Section II. Section III shows simulation results. Our proposed flexible structure is described in Section IV. Then this paper is summarized in Section V.

II. SYSTEM MODEL

The general statement of equalization problem is formulated in [4], [5]. The channel is supplied with an adaptive filter. Ideally, this filter should compensate distortions appeared in the transmitted signal as a result of non-ideal channel frequency response. Theoretically, the series connection of the channel and the adaptive filter tends to be equivalent to the delay unit. The performance criterion is a power minimization of the error signal $e[n]$ that is defined as a difference between the desired signal $d[n]$ and the recovered waveform $y[n]$ derived from the received signal $x[n]$ by means of filtering.

The conventional time-domain adaptive algorithms (LMS, RLS, and their modifications) are generally applied in adaptive filters. Sometimes, when a high order adaptive filter is required, fast algorithms based on fast Fourier transform are used, e.g. fast LMS, which provide significant computational savings.

More complicated and at the same time more flexible adaptive structure can be designed using multirate algorithms. Detailed description of multirate signal processing can be found in [6]–[8]. The main operations of multirate signal processing are decimation and interpolation. In order to apply these operations, it is necessary to divide the input signal $x[n]$ into several frequency bands previously. The resulting structure called subband adaptive filter (SAF) is considered in many papers. There are certainly many different realizations of SAFs and so the most typical one [5] is shown in Fig. 1. Instead of one adaptive filter, the SAF’s structure includes two and more adaptive filters (for instance, $K$ adaptive
filters in Fig. 1). The signal processing is performed in subchannels at the lower sampling rate; therefore filters’ orders can be decreased about the same times. Here, $K$ is the number of subchannels, $H_i(z)$ and $F_i(z)$ are the filters of the analysis and synthesis FBs, respectively ($i = 1, \ldots, K$). $M_i$ is a decimation/interpolation ratio in the $i$-th subchannel, and $\hat{W}_i(z^{M_i})$ is an adaptive filter of the $i$-th subchannel operating at $M_i$ times lower sampling rate. In subchannels any adaptive algorithms can be applied including subband adaptive filtering too. The main advantage of SAFs is a great decrease in computational complexity due to multirate signal processing. In the best case, when there are $K$ equal subbands and all decimation ratios are also equal to $K$ (oversampling ratio equals to 100%), the computational savings are maximal. Unfortunately, these critically sampled SAFs suffer from spectrum aliasing caused by non-ideality of FB’s frequency responses. This is the main reason why only oversampled SAFs are considered in the further part of this paper.

III. SIMULATIONS FOR SAFS SINGLESTAGE SUBBAND DECOMPOSITION

We have investigated different SAFs with oversampled FBs. Simulation results for LMS-SAFs are shown in Fig. 2. These results correspond to adaptive structures with the same equivalent fullband lengths, i.e., residual errors for all these structures are equal. It is obvious that increasing of the subband number results in the adaptive process acceleration. However, all LMS-SAFs yield to the fast LMS in speed.

Conversely, an adverse effect occurs when RLS-SAFs are investigated (not shown here): conventional RLS is the fastest algorithm. Nevertheless, subband adaptive structures provide considerable computational savings in comparison with LMS and especially with RLS algorithms.

A principle of oversampled SAF design rests on excluding of the spectrum aliasing caused by decimation and further interpolation [9]–[11]. For instance, in 3-channel SAF an input signal has to be decomposed in the analysis subsystem on 3 separate components: the low-frequency and high-frequency analysis filters are mirror and their decimation ratio is 2, for band-pass filter the decimation ratio is 3 or more can be specified. Taking into account that spectrum distortions are appeared if frequency bands cross over special points with frequencies multiple of $1/M_i$, the following rules for critical

(a) A complex-valued SAF with 4 subchannels.
(b) Real-valued SAFs with 3 and 9 subchannels.

Fig. 2. Training curves for different LMS-SAFs. All of these SAFs are based on oversampled FBs with different oversampling ratios.
frequencies of the 3-channel SAF can be determined [10]:

\[ \omega_1 < \frac{1}{2}, \]
\[ \omega_{21} > \frac{1}{3}, \quad \omega_{22} > \frac{2}{3}, \]
\[ \omega_3 > \frac{1}{2}. \]

If the decimation ratio of band-pass channel is equal to 5 or more, the second equation should be corrected with appropriate special frequencies multiple of $\frac{1}{M_1}$.

IV. SIMULATIONS FOR MULTISTAGE SUBBAND DECOMPOSITION AND FLEXIBLE SAFS

If it is necessary to use a high-order adaptive filter, the considerable computational savings can be achieved by involving additional stages of time-frequency decomposition. An example of the SAF with the simple 2-stage signal decomposition is shown in Fig. 3(a). This adaptive structure includes 2 stages of 3-channel decomposition and its equivalent fullband length is equal to 1200. Here, at the every elementary adaptive filter the order is specified. At the every analysis section output and every synthesis section input the decimation ratio is pointed out.

Sometimes we know, a priori or from investigation results, that the main distortions are concentrated in narrow frequency band (separate bands). In this case it is possible to use an amazing advantage of SAF. Let assume the most significant distortions are concentrated in the low-frequency band so they do not fall into the band-pass and high-pass channels of the SAF. Then we can keep the second stage of time-frequency decomposition in the low-pass band only, and remove the second-level analysis and synthesis sections from other channels. Moreover, we can decrease the number of filter taps in these channels as it is shown in Fig. 3(b).

This structure provides more flexible time-frequency decomposition of the input signal. It can be considered as the flexible SAF has different equivalent fullband lengths in different subbands. In Fig. 3(b), the SAF has following equivalent fullband lengths: 1200 in the low-frequency channel (the same as in Fig. 3(a)), 300 in the band-pass channel, and 200 in the high-frequency channel. Such values are sufficient to achieve almost the equal performance with the complete tree-type structure.

Now consider great computational savings due to subband adaptive filtering. Similar expressions for conventional LMS, RLS, and four instances of singlestage real-valued SAFs are presented in Table I. Here $V_{ax}$ is an approximate number of multiplications per input sample for analysis/synthesis subsystem, $L_{eq}$ is an equivalent fullband length.

<table>
<thead>
<tr>
<th>TABLE I COMPUTATIONAL COMPLEXITIES.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure type</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Adaptive filter without decomposition</td>
</tr>
<tr>
<td>3-channel SAF ($V_{ax} = 76$)</td>
</tr>
<tr>
<td>9-channel SAF ($V_{ax} = 312$)</td>
</tr>
</tbody>
</table>

Fig. 3. Two structures: tree-type and flexible. Both structures provide equal performances (under specified conditions).
The expressions for complexities of the multistage SAFs are cumbersome so it’s difficult to summarize them in the Table I. All structures considered here have equivalent fullband length 1200. It is assumed the analysis/synthesis subsystem with \( V = 76 \) is applied in the SAFs.

Every additional stage of the composite analysis/synthesis subsystem increases matched computational costs. In this issue, there is no point in realizing 4-stage LMS-SAF for equivalent fullband length 1200 if the 3-channel analysis/synthesis subsystem with \( V = 76 \) is used.

In Fig. 4(b), time delays (in samples of the input signal) for real-time processing are compared. On the right side, a time delay for modems V.90/V.92 operated with the sampling frequency 8000 Hz is indicated.

These diagrams allow the following conclusion to make up. With little processing delay increase (about 38% in this example) and insignificant loss of accuracy, flexible SAF structures provide significant computational savings (about 3.7 times in this example) compared with the conventional LMS. It is obvious that for the RLS algorithm these savings are many times higher.

V. CONCLUSION

The results considered in this paper prove the efficiency of flexible subband equalization structures in single-carrier applications. Due to the multirate digital signal processing, SAFs provide significant computational savings compared with the conventional adaptive algorithms keeping almost the same performance of equalization. And vice versa, on the assumption of equal computational complexities for all equalization structures, SAFs enable to achieve better performance. The subband adaptive filtering is a very attractive technique in applications where there is a need to maximize the quality of equalization and reduce computational complexity. The amazing properties of SAFs are explained by the flexibility of time-frequency decomposition and by the multirate approach. However, the performance advantages and computational savings of SAFs are compensated by difficulties in their mathematical formulation. Therefore, the deployment of SAFs requires further research.
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