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Abstract — In this paper we presented new performance analysis of the crosspoint-queued (CPQ) switch with \( N^2 \) crosspoint buffers size one under the Bernoulli i.i.d. incoming traffic. We modeled analysed switch with discrete Markov chain. Using that model for finite \( N \), we made program in MATLAB for calculating switch performance - throughput, loss probability and average delay. These results are compared with simulation results for different work-conserving algorithms under the same traffic and results we found in literature.
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I. INTRODUCTION

In this paper, we analysed crosspoint-queued (CPQ) switch performance. The CPQ switching fabric is a buffered crossbar with crosspoint cells, as illustrated in Fig. 1. The incoming packets arrive directly to the crosspoint buffers, i.e. packets are not queued at the input and there is no any transfer of control information between inputs and crosspoint buffers. This means that there is no need for complex input scheduling as in crossbar switch with Virtual Output Queuing (VOQ) [1] or control communication between linecards and scheduling as in Combined Input and Crosspoint Queued (CICQ) switch [2]-[3], which represents one of the main advantages of this solution. Due to simplicity of this solution, buffers and switching fabric could be implemented on the single chip, what makes hardware implementation much easier.

In CPQ architecture illustrated in Fig. 1, the incoming packet originated from certain input and addressed to appropriate output is queued in crosspoint buffer. In every time slot, scheduler chooses one of the non-empty crosspoint buffers and forwards its head of line packet to the output. This selection should be based on different work-conserving algorithms [4] (OQ, LQF, RR, FRRM, RAND.). These algorithms are called work-conserving because each output always services a buffer whenever one of the buffers destined to it is non-empty. In LQF (Longest Queue First) algorithm based switch [5], each output schedules the longest queue in its column, resolving ties uniformly at random. The Round Robin algorithm [6] alternately serves queues without regard for traffic priority. FBRR (Frame Based Round Robin) [4] algorithm considers all crosspoint buffers in a round-robin order and when find non-empty buffer, services it until it is empty. FBRR is useful under some non-uniform arrival patterns when ERR (Exhaustive Round Robin) algorithm [7] could introduce starvation of low-level incoming traffic. In CQ switch with random algorithm (RAND), each output picks uniformly at random a nonempty buffer to serve.

![Crosspoint-queued switch](image)

Let \( N \) be number of switch inputs/outputs and \( B=1 \) size of crosspoint buffer (Fig. 1). We assumed that time is slotted into fixed-size time-slots, and that each of the time-slots is divided in two phases: departure and arrival. It is important to notice that in our case first comes departure phase, and then arrival phase. As a first step in analyzing behavior of CPQ switch with buffers larger than one cell, we presented new model for analyzing switch performance - throughput, loss probability and average delay.

Closed-form expressions for the throughput and average delay are already obtained in [8] using Z-transforms. Switch throughput in [8] is defined as the limiting ratio of the cumulative number of packets entering any crosspoint buffer by the cumulative number of arrived packets. For small crosspoint buffers of size one, under uniform Bernoulli i.i.d arrivals of load \( p \), and any work-conserving scheduling algorithm, the switch throughput in [8] is:

\[
Th = \frac{1}{p} \left[ 1 - \frac{\frac{1}{1+\sum_{m=1}^{N-1} N-1 \sum_{j=1}^{m} \left(q^{-j}-1\right)}}{p} \right]
\]
where $q = 1 - \frac{P}{N}$. The crosspoint throughput $Th_i$ is equal to the probability that a packet arriving to the crosspoint buffer is not dropped. Equivalently, if $P_i$ denotes the steady-state probability that crosspoint buffer keeps packet before the arrival phase, then crosspoint throughput is:

$$Th_i = 1 - P_i$$

An average delay is defined as ratio of probability $P_i$ and the probability that packet arrives and is absorbed in the crosspoint buffer [8]:

$$W = \frac{P_i}{Th_i} = \frac{1 - Th_i}{p \left( \frac{1}{Th} - 1 \right)}$$

(3)

Loss probability is the ratio of lost traffic relative to the input traffic.

Comparing our analytic and simulation results with results in [8], it appears that they are very close (Table 1, 2 and 3 in Section IV). We believe that the most significant advantages of our analysis lie in simplicity and extensibility for larger buffer.

The structure of this paper is as follows. In Section II, we introduce mathematical model of CPQ switch, based on column stochastic Markov matrix. Then, performance expressions for throughput, loss probability and average delay time are presented in Section III. Section IV provides simulation results for LQF, RR, ERR, FBRR and RAND algorithm as well as comparison of our analytical results, results of simulation and results in [8]. Finally, we conclude the paper in Section V.

II. MATHEMATICAL MODEL

A. State transition diagram

We modeled CPQ switch under the Bernoulli i.i.d (independent and identically distributed) arrival traffic. In case of Bernoulli i.i.d traffic, it is assumed that the arrival time of a new packet, after the completion of the previous packet, is independent and identically distributed; the traffic is independent across inputs. For that kind of traffic, we modeled $N$ crosspoint buffers size one as one buffer size $N$ and after that we modeled this buffer with discrete Markov chain $M^N/M/1/N$ with $N+1$ states. In this queue, at most $N$ packets could arrive and at most one packet could leave during one time step. Therefore, the queue size can increase by more than one, but can only decrease by one in each time step. Probability of arrival is $p$ and because of uniform kind of traffic, arrival probability on single input is $p/N$. Departure probability is 1 (one packet leaves queue with probability 1) if buffer is nonempty.

A Markov chain stays in a particular state for a certain amount of time, called the hold time. In a discrete-time Markov chain, the hold time assumes discrete values. As a result, changes in the states occur at discrete time values. State transition diagram for discrete $M^N/M/1/N$ Markov chain that we modeled is given in Fig. 2.

Fig. 2. State transition diagram

Probability that packet moves from state 0 to state $j$ is $p_{0j}$ ($j=0, 1, \ldots, N$). In transition matrix, it is first column.

$$p_{0j} = \left( \frac{N}{j} \right) \left( \frac{1}{N} \right)^{N-j}$$

(4)

Transition probabilities from the state ‘1’ are the same like those from state “0”, since we made assumption that one packet leaves state for sure, i.e. departure probability is 1.

$$p_{ij} = p_{0j}$$

(5)

Transition probabilities from state $i$ ($i=1, 2, \ldots, N$) to state $j$ ($j=0, 1, \ldots, N$) for $i\leq j+1$ are:

$$p_{ij} = \left( \frac{N-i}{j} \right) \left( \frac{1}{N} \right)^{N-i-k}$$

(6)

where $k=0, \ldots, N-i+1$.

For the last state transition probabilities are:

$$p_{NN-i} = 1 - p_{NN} = 1 - \frac{p}{N}$$

(7)

B. State transition matrix

State transition matrix $P$ is lower $(N+1) \times (N+1)$ Hessenberg matrix in which all the elements $p_{ij} = 0$ for $i > j+1$. For finite $N$ transition matrix $P$ is:

$$P = \begin{pmatrix}
\left( \frac{1}{N} \right)^{N-1} & 0 & \ldots & 0 \\
\left( \frac{1}{N} \right)^{N-2} & \left( \frac{1}{N} \right)^{N-1} & 0 & \ldots & 0 \\
\left( \frac{1}{N} \right)^{N-3} & \left( \frac{1}{N} \right)^{N-2} & \left( \frac{1}{N} \right)^{N-1} & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\left( \frac{1}{N} \right)^{N-2} & \left( \frac{1}{N} \right)^{N-3} & \ldots & \ldots & \left( \frac{1}{N} \right)^{N-1} & 0 \\
\left( \frac{1}{N} \right)^{N-1} & \left( \frac{1}{N} \right)^{N-2} & \ldots & \ldots & \ldots & \left( \frac{1}{N} \right)^{N-1} \\
\end{pmatrix}$$

(8)

State transition matrix $P$ has some peculiar properties:

1. The number of rows is equal to number of columns i.e. $P$ is square matrix.
2. All the elements of $P$ are real numbers i.e. $P$ is real matrix.
3. For all values of $i$ and $j$, $0 \leq p_{ij} \leq 1$ i.e. $P$ is
nonnegative matrix.
4. Sum of each column is 1.
5. Magnitudes of all eigenvalues obey the condition $|\lambda_i| \leq 1$.
6. At least one of the eigenvalues of $P$ equals 1.
From all these properties, we conclude that the transition matrix is column stochastic or Markov matrix [9].

III. PERFORMANCE
In this section, we analyse switch performance: throughput, loss probability and average delay.

The average input traffic $N_{i\text{(in)}}$ is given from the binomial distribution:

$$N_{i\text{(in)}} = N_a = N \frac{p}{N} = p$$  \hspace{1cm} (9)

Now we are interested in estimating the rate of packets leaving the queue. We call this rate the average output traffic $N_{i\text{(out)}}$ or throughput of queue.

$$N_{i\text{(out)}} = T_h = \sum_{i=1}^{N} c_i \cdot s_i = \sum_{i=1}^{N} s_i = 1 - s_0$$  \hspace{1cm} (10)

The unit of throughput in the above expression is packets/time step. The throughput could be expressed in unit packets/second:

$$Th' = \frac{T_h}{T}$$  \hspace{1cm} (11)

where $T$ is duration of time step given in seconds.

Departure probability $c$ is 1 (one packet leaves queue with probability 1). $s$ is a steady-state distribution vector i.e. eigenvector of state transition matrix $P$ that corresponds to unity eigenvalue.

We used the traffic conservation principle to calculate cell loss probability. Cell loss probability is given by:

$$p_{x} = \frac{N_{i\text{(lost)}}}{N_{i\text{(in)}}} = \frac{(N_{i\text{(in)}} - N_{i\text{(out)}})}{N_{i\text{(in)}}} = \frac{(p - T_h)}{p}$$  \hspace{1cm} (12)

We used Little’s theorem [10] to calculate an average delay, which is the average number of time slots that packet spends in the queue.

$$W = \frac{Q_i}{T_h}$$  \hspace{1cm} (13)

The average queue size is given by the equation:

$$Q_i = \sum_{i=1}^{N} i \cdot s_i$$  \hspace{1cm} (14)

Notice that each output provides services independently of other outputs. Therefore, without loss of generality we focused on one column and considered its performance.

Program in MATLAB, which we used to get performance, is based on equations (10), (12) and (13). We used function eig($P$) to obtain matrices $X$ and $D$ [9].

$$[X, D] = \text{eig}(P)$$

Matrix $X$ is matrix of eigenvectors:

$$X = [x_1, x_2, \ldots, x_N]$$  \hspace{1cm} (15)

Eigenvector $x$ satisfies the equation

$$P \cdot x = \lambda x$$

where $\lambda$ is eigenvalue of $P$. Eigenvalues could be evaluated from

$$\det (P - \lambda I) = 0$$  \hspace{1cm} (17)

where $I$ is unit $N \times N$ matrix. $D$ is diagonal matrix whose diagonal elements are the eigenvalues of $P$.

$$D = \begin{bmatrix}
\lambda_1 & 0 & \cdots & 0 \\
0 & \lambda_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_N
\end{bmatrix}$$  \hspace{1cm} (18)

State vector $s$ defines as normalized eigenvector (column of matrix $X$) which corresponds to eigenvalue 1 in matrix $D$ (if there is no value 1 in matrix $D$ then we take closes value to that value, in order to get eigenvector in matrix $X$). State vector is used to calculate performance.

It is important to note that in CPQ switches the performance of each output can be analyzed independently, because the CPQ switch architecture isolates packets addressed to each output. As long as traffic from input $i$ to output $j$ is independent of other traffic processes, we will be able to study CPQ switches based on column performance.

In [8] performance is obtained using Z-transforms. Considering different defining of throughput and work environment in our paper and in [8], we made some adaptation to be able to compare these results. Table 1 confirms that throughputs are the same in both cases. Now we want to compare results for average delay. In [8] packets could arrive and leave in the same time step. In other words, it is possible for packet not to wait what is not possible in our switch performance-analyzing scenario. Therefore, due to comparison we increased average delay [8] by one. It is obvious from Table 3 that obtained results are identical to modified results from [8].

IV. SIMULATION RESULTS
Now we want to compare the results which we have got in MATLAB with simulation results and results from literature, for the 4x4 switch. The simulation is performed under uniform Bernoulli i.i.d arrival for different values of $p$ - from 0.01 to 1. Time is divided into equal time slots that correspond to time required for transferring one cell. Each simulation is performed for a million time slots.

In Table 1, Table 2 and Table 3 are shown results for throughput, loss probability and average delay, respectively. We compared results for $p=0.01, 0.1003, 0.3001, 0.4999, 0.6999, 0.91, 0.9502, 0.99$ and 1. It is obvious from tables that with crosspoint buffer of one packet length and uniform traffic, CPQ switch for all simulated algorithms invoke almost identical performance, according to [8].

For example, we can consider arrival probability $p=1$. In this case, throughput is identical in our analytical model and in [8]. LQF algorithm gives quite lower results, while RR, ERR and FBRR give quite larger results then analytical. Random model provide the highest results for $p=1$, but that difference is still low. Also, we can see
that our analytic results for loss probability and average delay time are identical with those in [8].

Analyzing simulation results, we conclude that loss probability and average delay for CPQ switch with LQF algorithm is quite higher than for other algorithms.

V. CONCLUSION

In this paper we introduced new performance analyses of crosspoint-queued switch with crosspoint buffers of size one. Considering Bernoulli i.i.d. arrival traffic we modeled CPQ switch as discrete Markov chain, and presented results for throughput, loss probability and average delay. We showed that obtained results are tightly close to results presented in [8] and simulation results for different work-conserving scheduling algorithms. Main advantages of our approach in this paper are simplicity and extensibility. Based on this, our goal in near future is to model CPQ switch performance under Bernoulli i.i.d. arrival traffic for larger crosspoint buffer size.
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